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ABSTRACT 

Content based social image retrieval is the  retrieval 

of similar images from large data base based on their 

features extracted from the image. This paper 

proposes a system with the help of ANN algorithm that 

can be used for obtaining images related to a query 

image from an enormous amount of distinct images 

according to the user interest. There are a three  

features are proposed to an image, namely, color, bit 

pattern and shape, which are generated at once from 

the Database encoded data stream without performs 

the decoding process. Experimental results show that 

the proposed method is an efficient than the block 

truncation coding image search systems and the other 

earlier methods. Artificial neural network is more 

accurate and used to predict the output. 

 

Keyword: social image, user interest, deep features, 

ANN algorithm. 

INTRODUCTION: 

Social media has become a popular means for 

spreading and sharing multimedia information via 

YouTube, Facebook and Instagram. As a necessary 

department of social media, the social image sharing 

websites are the most direct and acceptable platform 

to search social images. The users are allowed to 

browse, collect and share the images of interest 

whenever and wherever they want. For the large-scale 

social images resources, determine how to fast and 

effectively help the users to find the images of interest 

and provide a personalized recommendation service 

has become a trend for further improvement of social 

image sharing websites. Previously, the retrieval of 

image using many methods like block truncation 

coding, tag trees for user interest, text based retrieval 

of images etc,... The above techniques are some 

disadvantages like less accurate, human perception, 

less efficient. In the image there are two types of 

features are the Low Level Features and High Level 

Features. High level features like emotions in an 

image, or different activities present in that image. 

Extracting High level features from image is very 

difficult. So low level features like color, texture and 

shape are used for retrieval of the image. These low 

level features can be easily extracted from the image. 

In this project the proposed system uses a ANN 

algorithm, which retrieves the content based images 

according to the user interest based on the features. 

Here, the features are color, shape and texture. The 

features are compared between  large databases and 

input image through similarity computation of images, 

thereby the required image is obtained  regarding  the 

user’s interest of getting the relevant image. The 

advantages of this paper is more accurate and high 

efficient.  

RELATED WORKS: 

INTERPRETATION OF USERS FEEDBACK VIA 

SWARMED PARTICLES FOR CBIR: 

[R8] is the independent of both the content features 

and relevance feedback (RF) schemes and here the 

algorithm can be applicable  to  content features and 

relevance feedback methods. The RF interpretation is 

accomplished by a group of swarmed particles, 

appearing as multiple agents rather than a single query 

image in looking out for the desirable images. The 

advantages are feedback is independent and providing 

the good potential for further research and 
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development of wide range of content based image 

retrieval applications. 

A CONTENT-BASED IMAGE RETRIEVAL WITH 

HIGH LEVEL SEMANTICS 

         As the network and development of multimedia 

technologies are becoming extra popular, users are not 

cozy with the typical information retrieval techniques. 

This paper exists whole survey of recent achievements 

in high level semantic based image retrieval. So 

presently the content material primarily based image 

retrieval is becoming a source of precise and speedy 

retrieval. In this paper, the strategies of content based 

image retrieval are discussed, analyzed and compared. 

In additionally added the characteristics features like 

neuro fuzzy technique, color histogram, texture and 

the advantages of edge density are accurate, high 

quality and effective Content Based Image Retrieval 

System. 

PERSONALIZED RECOMMENDATION WITH 

DEEP FEATURES: 

 As a new technology in the field of artificial 

intelligence, deep learning technology has been widely 

applied in personalized recommendation methods. At 

present, many researchers have combined deep 

features into recommendation tasks. Experiments 

show that a deep network can obtain the better results 

than shallow neural networks. Double convolution 

network structure by mapping heterogeneous 

information into the same space. The user’s interest 

was learned through computing the relationships 

between images and users. The above studies have 

proved that the CNN can efficiently learn the latent 

content features of large-scale images by the unique 

convolution structure. This great advantage can make 

a contribution to the analysis of diverse social image 

data.  

PROPOSED SYSTEM: 

           Content Based Image Retrieval (CBIR) 

operates on a definitely distinct principle, retrieving 

saved images from a collection of large databases 

through evaluating features automatically extracted 

from the images themselves. The features used are 

mathematical measures of color, texture or shape. 

Feature Extraction:-Low-level image feature 

representation is one of the key components for CBIR 

systems. 

 BLOCK DIAGRAM: 

 

 

 

 

 

Fig 1.1 Block diagram of proposed image retrieval method 
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SYSTEM ARCHITECTURE: 

Modules: Five features are proposed to index an 

image: 

• Database creation 

• Image to pixel creation 

• Color co-occurrence feature extraction(CCF) and 

Shape 

• Bit pattern features Extraction(BPF) 

• Image Retrieval 

Which are generated directly from the ODBTC 

encoded information streams without performs the 

decoding process. The CCF and BPF of an image are  

derived from the two ODBTC quantizer and bitmap. 

Figure1.1 shows the Block diagram of the proposed 

image retrieval method. 

ORDERED DITCHER BLOCK TRUNCATION 

CODING: 

The Ordered Dithered Block Truncation cryptography 

(ODBTC) and its effectiveness in producing 

consultant Image options. During this paper, the 

ODBTC software is generalized algorithmic for shade 

Images in managing the CBIR application. The most 

benefit of the ODBTC compression is  its low great in 

producing image by incorporating the Look-Up Table. 

The ordinary BTC derives the low and high suggest 

values by using protecting the first-order Moment and 

second-order moment over every Image block, which 

wants in addition procedure time. The ODBTC is used 

for saving the image features. The ODBTC used 

within the planned approach decomposes an Image 

into a picture image and image options location unit 

brought inside the planned method to characterize the 

picture contents, that is Color Co occurrence Feature 

(CCF) and Bit Pattern Feature (BPF). The CCF  from 

the color quantizers, and  the BPF from the picture 

image.  

COLOR EXTRACTION: 

Color is one of the most broadly used visible function 

in content-based image retrieval. Moreover, color 

characteristics is sturdy to background complications, 

scaling, orientation, perspective, and measurement of 

an image.RGB Color space is perceptually not 

comparable to human color vision. So it is integral to 

convert RGB colour space into other (Perceptually 

shut to human color vision).HSV, CIE, LUV color 

areas are there. 

H=𝐶𝑂𝑆^−1(1/2[(𝑅−𝐺)+(𝑅−𝐵)])      

      ((𝑅−𝐺)^2)1/2+(𝑅−𝐵)(𝐺−𝐵)   

S=1- 3[𝑀𝐼𝑁 (𝑅,,)]  

                  𝑅+𝐺+𝐵   

 V=R+G+B 

           3 

TEXTURE EXTRACTION: 

Texture is another popular features used in CBIR. We 

used texture features based on wavelet transformation. 

The Discrete Wavelet Transformation (DWT) used to 

be first utilized to images with a Daubechies-4 wavelet 

filter. 3-levels of wavelet decomposition is used to 

achieve ten sub images in different scales and 

orientations. Major attribute of texture is the repetition 

of a sample or pattern over a location in an image. The 

elements of pattern are called as textons. The 

difference between two textures can be due to degree 

of variation of the textons. 

Entropy, H= k*log(1/P)  

P=1/n 

H(x) = -∑ (𝑥𝑥)∗ log𝑃(𝑥i) 

SHAPE EXTRACTION: 

To use shape as an image feature, it is crucial  to phase 

the image to become aware of object or region 

boundaries; and this is a challenge. Techniques for 

shape characterization can be divided into two 

methods. The first category is boundary-based, the use 

of the outer contour of the shape of an object and the 

second method is region-based, usage of the total 

shape region of the object. The most outstanding 

representatives of these two categories are Fourier 

descriptors and moment invariant. The major concept 

in the back of the Fourier descriptors is to use the 

Fourier modified boundaries of the objects as the 

shape features, whereas, the idea in the back of 

moment invariant is to use region primarily based 

geometric moments that are invariant to translation 

and rotation.  

ANN ALGORITHM: 
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   After feature extraction next step is similarity 

measurement. Similarity between images is measured 

by using the following  algorithm 

1. Receives the information from external world in 

form of a pattern and image. 

2. Each input is multiplied by corresponding weights 

3. The weighted inputs are summed up inside the 

computing unit. 

4. Each sum is passed through an activation function 

5. The function used to get desired output 

WORKING: 

ANN is for similarity measurement. Comparison 

between the input image and database image, it check 

the similarity of features between two images and then 

retrieval the similar output image.  

The flow chart of retrieving the content based image 

is, 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The above process is how the image segmented using 

the ANN  algorithm. 

OUTPUT: 

Here The beach Image as an input image. In databases, 

there have many images Based on the features of input 

image with help of ANN, It retrieves the similar beach 

image as output.

 

CONCLUSION: 

 The content based image retrieval using ANN 

algorithm is proposed in this paper. The obtained 

results using ANN algorithm is very accurate to the 

relevant query image. The advantages of this proposed 

system is very accurate, efficient,  and effective. So the 

results using ANN is more similar to the query image. 

The application of this paper is used to browse the 

image to retrieve the relevant images. 
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